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Abstract
We propose the Hybrid Calibration Score (HCS), a new nonconformity measure for induc-
tive conformal prediction. HCS combines instance-level scoring with global model calibra-
tion via Expected Calibration Error. On a real-world demographic classification task, HCS
achieves 99% coverage with smaller prediction sets (APS = 1.55) and higher decisiveness
(OneC = 55.19%) than standard measures, while preserving formal coverage guarantees.
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1. Introduction
Accurate confidence estimation is essential for deploying machine learning in risk-sensitive
settings. Conformal Prediction (CP) offers a principled way to generate prediction sets with
formal coverage guarantees under minimal assumptions (Vovk et al., 2005). Its effective-
ness hinges on the choice of nonconformity measure (NCM), which scores how atypical a
prediction is (Papadopoulos et al., 2002; Aleksandrova and Chertov, 2021).

We propose the Hybrid Calibration Score (HCS), a model-agnostic NCM that
combines proper scoring rules (Brier Score and Log Loss) with a global Expected Calibration
Error (ECE) element. This ensures both per-instance accuracy and global probabilistic
trustworthiness, integrating seamlessly into any CP pipeline.

2. Hybrid Calibration Score (HCS)
Given a model’s output distribution p(y|x), HCS is defined as:

a(x, y) = α · Brier(x, y) + β · LogLoss(x, y) + γ · ECE, (1)
where α+ β + γ = 1, and weights are tuned using Bayesian optimisation.

The Expected Calibration Error (ECE) (Guo et al., 2017) quantifies the mismatch be-
tween predicted confidence and empirical accuracy across n confidence bins:

ECE =
n∑

i=1

|Bi|
N

· |acc(Bi)− conf(Bi)| (2)

where |Bi| is the number of samples in bin i, N is the total number of samples, and
acc(Bi), conf(Bi) are the accuracy and mean confidence in bin Bi. ECE acts as a global
regulariser, complementing instance-wise terms by enforcing population-level calibration.
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3. Empirical Evaluation
We evaluate HCS on a real-world household classification task using 19,386 TV viewing
instances across six categories (Carreno et al., 2024), with a Random Forest baseline. Data
is split 60/30/10 (train/calibration/test) using stratified sampling. Experiments are imple-
mented in Python with scikit-learn; a custom wrapper inspired by mapie enables flexible
use of non-standard nonconformity measures. Results are averaged over five random seeds.
Metrics follow Kato et al. (2023).

• Coverage: Fraction of prediction sets containing the true label.

• APS: Average Prediction Set size (lower is better).

• OneC: Rate of singleton prediction sets (higher implies greater decisiveness).

Table 1 summarises results at a significance level of α = 0.01, corresponding to a 99%
confidence level.

Table 1: Performance comparison of NCMs at α = 0.01.
Coverage (%) APS OneC (%)

NCM Mean Std Mean Std Mean Std

Hinge Loss 99.32 0.08 1.64 0.04 49.23 2.95
Gap 99.24 0.28 2.74 0.06 54.30 1.46
Brier Score 99.21 0.29 2.50 0.08 54.78 1.67
HCS 98.99 0.17 1.55 0.04 55.19 2.71

Per-Class Analysis
To further assess the performance of the two strongest NCMs, we compare Hinge Loss and
HCS across demographic categories at α = 0.01 (99% confidence). Table 2 reports per-class
coverage, APS, and OneC.

Table 2: Per-class comparison of Hinge Loss vs. HCS at α = 0.01.
Coverage (%) APS OneC (%)

Category Hinge | HCS Hinge | HCS Hinge | HCS

Couple w/ adult children 98.26 (0.46) | 97.42 (0.83) 2.26 (0.06) | 2.10 (0.08) 11.43 (2.56) | 19.16 (3.97)
Couple w/ teenagers 98.54 (0.55) | 98.01 (0.81) 2.25 (0.06) | 2.11 (0.05) 12.32 (2.59) | 19.74 (3.58)
Couple w/ young kids 94.29 (3.19) | 94.29 (3.19) 2.69 (0.28) | 2.60 (0.19) 2.86 (3.91) | 4.29 (3.91)
Only middle-aged adults 99.77 (0.16) | 99.63 (0.26) 1.34 (0.04) | 1.28 (0.04) 66.92 (4.09) | 72.42 (3.35)
Only young adults 100.00 (0.00) | 100.00 (0.00) 1.63 (0.04) | 1.53 (0.04) 37.30 (4.41) | 46.93 (4.26)
Seniors 99.34 (0.31) | 98.95 (0.45) 1.31 (0.05) | 1.28 (0.05) 81.16 (3.16) | 82.26 (2.91)

4. Conclusion
HCS delivers a compelling trade-off between reliability and efficiency. By incorporating
global calibration into instance-wise scoring, it produces smaller, more decisive prediction
sets without compromising coverage. Future work includes extensions to multi-label tasks
and per-instance calibration.
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